
Leveraging the MLIR Infrastructure for
Computing Continuum

Jiahong Bi

CPS Summer School Workshop

September 16th , 2024



MYRTUS1 Continuum Insfrastucture

 Computing scenarios are getting more complex

 MYRTUS is built as a layered cloud-fog-edge continuum
 MIRTO engine manages resources, connections and workloads across the 

continuum
 Design & Programming Environment (DPE) supports definition, implementation 

and deployment
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Node-Level Optimization and Deployment

 TOSCA2 is utilized for 

orchestration in the continuum

 Input supports: PyTorch, C, …

 Dataflow Graph Generation

 Mocasin3 runs Design Space 

Exploration for CGRA mappings

 RISC-V with FPGA/CGRA forms 

the HMPSoC acceleration platform
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Dataflow Graph Dialect4

 OperatorOp is Synchronous Data Flow node
 OperatorOp can be converted to a ProcessOp
 Inner dataflow in OperatorOp can be extracted
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Work in Progress and Future Work

 Middle-end and Backend
 Mocasin for CGRA mapping DSE

 Integration with MDC5 for FPGA

 New dialects for CGRA
 dfg-mlir atop CIRCT6

 Similar semantics to existing dialects

 Introduce higher abstraction level
 Time and Adaptivity

 Adopt time semantics from Lingua Franca7

 Hybrid mapping for higher energy efficiency8
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Thank you for listening!


