
MYRTUS Computing Continuum Infrastructure

 Cross-layer modelling

 Multi-layer simulation / analysis

 Heterogeneous computing nodes

 Modularity, composability, security

Leveraging the MLIR infrastructure for the computing 
continuum 
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Node-Level Optimization and Deployment (NLOP)

Future Plans and Possibilities

 MYRTUS1 is built as a layered cloud-fog-edge continuum

 MIRTO engine manages resources, connections and workloads across the continuum

 Design & Programming Environment (DPE) supports definition, implementation and 

deployment
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 Multiple backends for different hardware architectures

 A general FPGA backend3

 Cloud FPGA backend4

 General CPU backend based on OpenMP

 Ability to describe graphs using Operator/Process

 Support for iteration arguments for specific tasks

 Generate the inner dataflow inside an operator

Middle-end and Backend
 Integration with Mocasin5 for DSE

 Integration with MDC6 tools

 New MLIR dialects for CGRA7, etc…

dfg-mlir atop CIRCT8

 Similar semantics to existing dialects

 Introduce multiple pull/push for channels

 Customizable FIFO channel implementation

 TOSCA2 files will be leveraged for orchestration in the continuum

 NLOP supports different inputs, such as C and PyTorch

 Transformations to be implemented for Dataflow Graph generation

 Mocasin Design Space Exploration (DSE) to find mappings for CGRA 

 RISC-V processors will manage FPGA/CGRA acceleration

Time and Adaptivity
 Reactor model in Lingua Franca9

 Hybrid mapping technology and 

adaptive execution on hardware10

Dataflow Graph Dialect


